Soil–landscape response to mid and late Quaternary climate fluctuations based on numerical simulations
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\textbf{A B S T R A C T}

We use a numerical dynamic soil–landscape model to study one aspect of the spatio-temporal soil–landscape evolution process, the effect of climatic fluctuations on soil grading distribution in space and time in response to the interplay between physical weathering and surface erosion (soil mineralogical fluxes). We simulate a synthetic soil–landscape system over the middle and late Quaternary (last 400 ka). The results show that (1) soil–landscape response to climate change is non-linear and highly spatially variable, even at hillslope scale; and (2) soil–landscape adjustment to climate change can lag tens of thousands of years and is both spatially and temporally variable. We propose that the legacy of past climatic condition (i.e. last glacial maximum) in modern soil–landscape systems vary considerably in space. This implies that the spatiotemporal uniformity in which soil is typically described in Earth system modeling and analysis (e.g. carbon cycle) grossly underestimates their actual complexity.

Introduction

Environmental systems are complex and respond non-linearly to extrinsic and intrinsic forcing. Autogenic feedbacks add a layer of complexity that makes understanding the role of environmental variables difficult. This is particularly true for soil systems due to the multidimensionality and long response time of many soil–landscape evolution processes \cite{Jenny1941, Sommer2008, Cornu2009, Dosseto2010}. Most processes in the terrestrial, aquatic and atmospheric systems are affected by soil–landscape properties \cite{Cox2000, Pan1996, Sitch2003, Quinton2000}. Vegetation and atmospheric processes are affected by soil–landscape properties \cite{Schenk2002}. Sedimentary basin dynamics \cite{Zhang2001}. Climate is one of the most important factors in soil formation \cite{Birkeland1974, Murphy2007}. Elucidating the effect of climate on soil–landscape evolution is therefore warranted.

The impact of paleoclimate on soils has been studied mainly in the biogeochemical aspects of soil development \cite{Gibbs1994, Chadwick1995, White1995, West2005, Zembo2012}. Moreover, the complexity of the soil–climate relationships and the difficulties in separating the individual effects of past processes in existing observations has resulted in mostly qualitative and pedon-scale understandings of soil-paleoclimate relationships \cite{Sommer2008}. This study provides, to the best of our knowledge, the first quantitative and spatially explicit investigation of the effect of climate oscillation on soil–landscape evolution. Our governing hypothesis is that soil–landscape response to climate fluctuations varies non-linearly in space due to heterogeneity in the effect of climate change on the dynamics between soil production and removal (weathering and erosion respectively). Based on our previous studies \cite{Cohen2009, Cohen2010} we further hypothesize that sharp Quaternary climate changes \cite{LGM, LGM2} was faster than the soil–landscape adjustment rate resulting in a prolonged legacy of past climate \cite{LGM, LGM2} on modern soil–landscape systems.

Climate control on soil processes includes two main factors, temperature and precipitation. Temperature influences the rate of chemical reactions and biological processes in soil \cite{Birkeland1974} as well as freeze-thaw mechanical weathering. Precipitation influences soil erosion rate and the soil water cycle. This soil-water cycle is also a major factor in chemical weathering, leaching and biotic activity (not included in this study). In general it is recognized that hotter and wetter climates are associated with thick and well-developed soils \cite{Murphy2007}. The spatial transfer of sediments through the process of erosion and deposition has a major effect on lateral and vertical soil distribution \cite{Murphy2007}. The link between paleoclimate and sediment transfer rates has been recorded mainly in the context of erosion rates and landform
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evolution at varying time scales (e.g. Leeder et al., 1998; Heimatsath et al., 2001; Temme and Veldkamp, 2009). However, the effect of paleoclimate fluctuations on the long-term redistribution of soil has been largely ignored mostly due to a lack of spatially distributed data and the complexity of the processes involved.

In this paper we study one aspect of the soil-climate dynamics, the effect of climatic oscillation on soil–landscape evolution. More specifically we investigate the evolution of surface soil grading as a function of the interplay between physical weathering and surface erosion (soil mineralogical fluxes), both driven by climate fluctuations and hillslope topography. The soil–landscape evolution in this study is the sum of the interactions between the weathering process, which generates finer particles, and the erosion process which selectively removes the finer particles. Under stable conditions the model will reach an equilibrium soil grading that varies in space (Cohen et al., 2009, 2010). The spatial distribution of this equilibrium soil grading and the time it takes to reach it is a function of the interplay between weathering and erosion rates (Sharmeen and Willgoose, 2006; Cohen et al., 2010). Our main goal here is to use this narrow set of parameters as a simplified descriptor of this complex system thus promoting conceptual understandings to be fostered in future, increasingly complex, analyses.

Methods

The model

We use a dynamical soil–landscape evolution model (mARM3D; Cohen et al., 2009, 2010) to simulate the soil–landscape physics as a state-space system. mARM3D is a modular and computationally efficient modeling platform allowing explicit, three-dimensional, description of the soil–landscape physics in both space and time. Below we provide a short description of the theoretical background and relevant governing equations. For full description of the model architecture please refer to Cohen et al. (2009, 2010).

For each pixel on the landscape a soil profile is modeled with a user-defined number of layers where the top layer is the surface layer exposed directly to size-selective erosion (Fig. 1b). Erosion rate \( E \) from the surface layer is calculated as

\[
E = e Q^C \cdot S^C \cdot d_{\text{soil}}^C
\]

(1)

where \( e \) is an empirical erosivity factor (unitless), \( Q \) is discharge per unit width \( (\text{m}^3/\text{s/m}; \text{assumed to increase linearly with contributing area}) \), \( S \) is topographic slope, \( d_{\text{soil}} \) is the median diameter (units m) of the material in the surface layer, and \( c_1, c_2 \) and \( c_3 \) are calibration parameters (here \( c_1 = 1, c_2 = 1.2, c_3 = 1 \) and \( e = 0.025 \); the model calibration is discussed at Cohen et al., 2009).

The selective entrainment of fine material from the surface is

\[
A_{k} = \begin{cases} 
\frac{a}{d_{k}} g_{k} & \text{for } k < M \\
\frac{b}{d_{k}} g_{k} & \text{for } k = M \\
0 & \text{for } k > M
\end{cases}
\]

(2)

where \( A \) is the erosion transition matrix which defines the relative portion of each grading size-class \( k \) (\( k = 1 \) is the smallest-diameter grading class) in the eroded sediment flux, \( g_{k} \) is the soil grading size-class vector (in %), \( d_{k} \) is the mean diameter \( (\text{units m}) \) of size class \( k \), the power \( m \) needs to be calibrated (here \( m = 4 \)), \( a \) and \( b \) are scaling factors, and \( M \) is a size threshold that determines the largest particle diameter that can be entrained in the flow as determined by Shield’s shear-stress threshold. Transitions metrics and vectors are used in mARM3D because they are a convenient and computationally efficient mathematical expression of change in soil grading as loss (or enrichment) in one size class necessarily means enrichment (or loss) in all other size classes. The sediment diameter dependency in Eq. (2) is such that for \( m > 1 \) the erosion process preferentially removes the finer material from the surface, resulting eventually, in the absence of other processes, in a surface armor of coarse particles.

Underlying the surface layer are profile layers subject to bedrock and soil weathering (soil weathering is also simulated for the surface layer). Here we only consider physical weathering calculated by breaking a parent particle into two daughter particles. As mass conservation is assumed the diameters of the daughter particles \( (d_{1}, d_{2}) \) can be determined from the diameter of the parent particle \( (d_{o}) \):

\[
d_{1} = \frac{d_{o}}{(1 + n)^{1/3}}; \quad d_{2} = \frac{d_{o}}{(1 + (1-n)^{1/3})^{1/3}}
\]

(3)

where \( n \) is the geometry of the particle breakdown. Based on experimental studies presented by Wells et al. (2008) we used a split-in-half geometry where \( n = 0.5 \) which leads to \( d_{1} = d_{2} \).

A bedrock and soil weathering depth-dependency equation is used to set the weathering rate in each profile layer as a function of its depth relative to the surface (Heimatsath et al., 1997). A modified version of the “Humped” soil-production function proposed by Minasny and McBratney (2006) is modeled

\[
W_{i} = P_{0} \cdot \left( \exp \left( -\delta_{1} h_{i} + P_{0} \right) - \exp \left( -\delta_{2} h_{i} \right) \right)
\]

(4)

where \( W \) is the physical weathering rate for profile layer \( i \), \( P_{0} \) and \( P_{0} \) (mm/yr) are the potential (or maximum) and steady-state weathering rates respectively, \( h \) (m) is the thickness of soil above layer \( i \) and \( \delta_{1} \) and \( \delta_{2} \) are constants. The values proposed by Minasny and McBratney (2006) of \( P_{0} = 0.25 \text{ mm/yr} \) and \( \delta_{1} = 4, \delta_{2} = 6, P_{0} = 0.005 \text{ mm/yr} \) are used here. Temporal changes in weathering rate are expressed by variability in \( P_{0} \).

Underlying the profile layers is a semi-infinite bedrock layer, which is considered an infinite source of bedrock to the layer directly above it (Fig. 1b). Soil grading evolves as bedrock and soil particles break into smaller soil particles through weathering and by selective

\[
\begin{align*}
\text{Figure 1.} & \quad \text{a: synthetic one-dimensional hillslope used in simulations, 100 m long divided into 25 equally spaced nodes each with 20 profile layers, planar shaped at 16% slope.} \\
& \quad \text{b: illustration of the soil-profile layers in a single node on the hillslope. At the start of the simulation all layers (each 10 cm thick), except for the thin surface layer (0.5 cm thick), contain only bedrock. During the simulation soil is produced from bedrock by weathering. Weathering rate is a function of the depth. Soil particles are removed from the surface layer by erosion, and fine particles are selectively entrained.}
\end{align*}
\]
removal of small, entrainable, particle sizes from the surface layer through erosion by overland flow. When erosion occurs soil is redistributed between adjacent profile layers at a quantity proportional to the surface erosion rate. In Fig. 1b, for example, soil removed from the surface layer by overland flow will be resupplied from Layer 1. The same amount of material will be resupplied from Layer 2 to Layer 1 and so on down the profile.

The parameters were calibrated (Sharmeen and Willgoose, 2006; Wells et al., 2006) for a hydrothermally altered schist from northern Australia subject to a tropical monsoonal climate (average rainfall ~1100 mm/yr) where the authors have worked extensively for the past two decades. The physical weathering rate of the rock (at least for rock particle sizes larger than the mineral crystal size) is higher than other igneous and metamorphic rocks from the region due to its hydrothermal alteration and our results will reflect this higher weathering rate. Though calibrated with site-specific data at our disposal the simulation discussed here are conceptual and do not attempt to realistically simulate a specific site or region.

**The climate driver**

In this conceptual study we assume a 50% reduction in weathering rate during the LGM (Fig. 2) based on the van’t Hoff temperature law of a factor of two to three increase in chemical reaction velocity for every 10°C rise in temperature. Even though we do not directly simulate chemical weathering in this study, we use it as a proxy to the overall weathering-rate change as a function of temperature. We also assume a 50% reduction in runoff discharge during the LGM loosely based on Coventry (1976) who suggested that mean annual precipitation during the LGM was about half its current level in eastern Australia. These two assumptions are also supported by Gislason et al. (2009) who found in Iceland that a 1°C increase in temperature resulted in a 4–14% increase in chemical weathering, 8–30% increase in mechanical weathering and 6–16% increase in runoff.

The impact of climate change is modelled as a 5% linear decrease in weathering rate and runoff discharge for every 1°C cooling in temperature (Fig. 2). The Vostok Antarctic research station ice-core time series is used here is planar (Fig. 1a), so erosion increases with increasing runoff discharge in the downslope direction. At the start of the simulations the profiles the layers are initialized with 100% bedrock overlain by a thin surface layer (0.5 cm thick) containing soil (initially spatially uniform with a median diameter ($d_{50}$) of 3.34 mm (Table 1)).

The simulations discussed here are for 400 ka with a 0.1-yr time step (a total of 4 million iterations). The landscape is divided into 4×4 m nodes with 20 vertical soil-profile layers (each 10 cm thick; Fig. 1b) plus a thin surface layer (0.5 cm thick). Soil particle-size distribution is represented by 23 size classes (Table 1).

**Results and discussion**

The evolution of surface soil grading (summarised by $d_{50}$) on the hillslope is as follows (Fig. 3). Initially the surface grading coarsens rapidly as the eroded material from the surface is refurbished by coarse material from the, as yet, unweathered underlying soil profile. This trend is reversed after 10 ka by a combination of low surface erosion (due to an absence of entrainable material, i.e. source-limited sediment transport) and the development of the underlying soil-profile by weathering. This stage of the evolution (resulting from model spin-up) takes about 70–90 ka and is approximately linear with time. The linearity of this initial phase indicates that it is relatively unaffected by the climatic fluctuations (Fig. 3a) and largely a function of model initialisation.

After the initial development stage (70–90 ka long), the evolution follows the longer-term climatic oscillations (Fig. 3) with the soil in dynamic equilibrium with, but slightly lagging, climate fluctuations. This temporal lagging of surface soil grading indicates that the soil—landscape response to climate fluctuations is not immediate; rather it requires a significant adjustment period even in response to relatively moderate climate changes. Following sharp climatic changes (i.e. the 10 ka transition from glacial maximum to peak interglacial conditions) surface soil grading requires a substantial adjustment period before returning to the dynamic equilibrium it exhibit under moderate climatic fluctuations. For example, the sharp warming at
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**Table 1**

<table>
<thead>
<tr>
<th>Size-class diameter (mm)</th>
<th>Material retained (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.35</td>
</tr>
<tr>
<td>0.016</td>
<td>0.35</td>
</tr>
<tr>
<td>0.032</td>
<td>0.35</td>
</tr>
<tr>
<td>0.0475</td>
<td>0.35</td>
</tr>
<tr>
<td>0.063</td>
<td>0.75</td>
</tr>
<tr>
<td>0.0795</td>
<td>0.75</td>
</tr>
<tr>
<td>0.096</td>
<td>0.75</td>
</tr>
<tr>
<td>0.111</td>
<td>0.75</td>
</tr>
<tr>
<td>0.118</td>
<td>0.375</td>
</tr>
<tr>
<td>0.125</td>
<td>0.575</td>
</tr>
<tr>
<td>0.156</td>
<td>0.575</td>
</tr>
<tr>
<td>0.187</td>
<td>1.15</td>
</tr>
<tr>
<td>0.25</td>
<td>10.2</td>
</tr>
<tr>
<td>0.5</td>
<td>4.8</td>
</tr>
<tr>
<td>0.75</td>
<td>4.8</td>
</tr>
<tr>
<td>1</td>
<td>6.25</td>
</tr>
<tr>
<td>1.5</td>
<td>6.25</td>
</tr>
<tr>
<td>2</td>
<td>8.2</td>
</tr>
<tr>
<td>3</td>
<td>8.2</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>6.75</td>
<td>10</td>
</tr>
<tr>
<td>9.5</td>
<td>24.6</td>
</tr>
<tr>
<td>19</td>
<td>0</td>
</tr>
</tbody>
</table>
the end of marine oxygen isotope stage (OIS)-6 (140 ka; left-hand side in Fig. 3b) triggers a rapid grain-size reduction (decreasing $d_{50}$) for most of the hillslope that continues for 10 ka after the climate cools. Surface fining only comes to an end when the climate starts to cool more rapidly (at ~120 ka), which suggests that the 10 ka adjustment lag would have been longer under continuously moderate cooling. This adjustment period also varies in space as the upper sections of the hillslope reach new equilibrium conditions approximately 5 ka quicker than the downslope nodes (Fig. 3b).

There is a consistent spatial trend in the response of surface soil grading to the climatic fluctuations: an increase in $d_{50}$ fluctuations at the downslope direction i.e. soil grading is increasingly responsive to climate change at the downstream direction. Notably the topmost node (#1 in Fig. 3) has a cyclic response that is opposite to that of the downslope nodes, an increase in $d_{50}$ with climatic warming (best seen in Fig. 3b). This happens because the relationship between weathering and erosion rates is spatially variable. Here we assume that on a planar hillslope runoff and erosion will increase in the downslope direction while the weathering rate remains constant. This means that changes in the interplay between weathering rate and runoff, induced by climate fluctuation, will be different depending on the location on the hillslope with weathering dominating at the top of the hillslope, and erosion more dominant at the bottom of the hillslope.

Figure 3. Surface soil-grading evolution ($d_{50}$ - median diameter in mm; left axis) for every second node on the hillslope (nodes 1 and 25 are at the top and bottom of the hillslope respectively; Fig. 1a) and the climatic forcing (right axis). a: the whole 400 ka simulation. b: enlargement of the last 150 ka of the simulation.
To further investigate these results a simple step-change climate scenario was simulated (Fig. 4). For the first half of the simulation (200 ka) climatic forcing was kept constant, at LGM climate, resulting in a time-constant equilibrium surface soil grading (Fig. 4). The climate then allowed to warm to peak interglacial conditions over 1 ka to simulate rapid climate change. The climate is then held constant at peak interglacial conditions for a further 199 ka, allowing the soil to reach a new equilibrium.

The differences in surface $d_{50}$ before and after the sharp climatic shift (Fig. 4) range from a decrease of 2.23 mm at the bottom of the hillslope (node 25; a decrease of 26.9%) to an increase of 0.143 mm at the top of the hillslope (node 1; an increase of 5.5%). This means that the surface soil grading to the bottom of the hillslope became finer in response to climatic warming and the top of the hillslope became coarser. This is surprising as here we assume that runoff will increase in warmer climates promoting higher erosion rates resulting in coarser surfaces. The reason for this counterintuitive trend is variations in erosion regimes along the hillslope. The downslope nodes are under a source-limited erosion regime before the climate change due to a developed surface armor. The increase in runoff discharge had relatively little effect, as the limiting factor is entrainable sediment at the surface. However the increase in weathering rate led to a more-developed soil profile which in turn supplied finer sediment to the surface, resulting in lower surface $d_{50}$. The upslope-most node showed a cyclic response to climate change as it is under a transport-limited erosion regime and thus more affected by the increase in runoff discharge leading to surface coarsening.

Fig. 4 shows that it can take a considerable amount of time (tens of thousands of years) for a soil–landscape to reach new equilibrium conditions in response to a sharp climate change. The length of the adjustment period to the new climate decreases upslope, from more than 20 ka at the bottom of the hillslope to about 10 ka at the top (Fig. 4). These values are consistent with the simulation using the Vostok ice-core climate data (Fig. 3). The adjustment period was longer for nodes undergoing greater change in surface $d_{50}$ in response to climate change. This shows that the soil–landscape adjustment rate in spatially variable. These results suggest that modern soil and landscape may still be adjusting to the LGM and that the strength of the LGM legacy within the landscape is highly spatially variable.

Overall the results show that soil–landscape evolution has a complex non-linear spatial and temporal response to climate change, even over this small and simple landscape and using a simplified model. For example, the change between the first and second equilibrium $d_{50}$ in Fig. 4 varied non-linearly with distance downslope (Fig. 5). This implies that the spatio-temporal uniformity in which soil is typically described in Earth system modeling (Willgoose and Hancock, 2010) and analysis (e.g. carbon cycle) grossly underestimates their actual complexity.

**Conclusions**

This study explores a narrow set of soil–landscape interactions, the effect of mid and late Quaternary climate fluctuations on surface soil-grading spatiotemporal dynamics. It provides conceptual understandings of the potential mineralogical pedogenesis response to climatic forcing. The value of this study is that it sets the stage for more complex sensitivity analysis explorations such as soil–landscape-vegetation dynamics and landscape morphology response to climatic forcing.

The results demonstrate how the effect of external drivers on the rate of, and thus the dynamics between, soil–landscape processes triggers considerable changes in soil properties. Under moderately slow changes (relative to the soil response time) soil–landscape may reach new equilibrium conditions relatively in sync with the external driver (i.e. it will reach dynamic equilibrium). However, when the rate of the change exceeds the rate at which soil can adjust the soil–landscape evolution processes will lag the external driver and new equilibrium conditions may be reached long after the change occurred (up to 30 ka in this study). This suggests that many soil–landscapes around the world are still “recovering” from the LGM and should not be assumed to be in study-state. The legacy of the LGM on natural systems was documented in the literature mostly for large basins (Dosseto et al., 2008) where the impact of climate change is mainly through vegetation and land-use dynamics (Dosseto et al., 2010). The results here add the sediment production mechanism (i.e. soil
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**Figure 4.** Surface soil-grading evolution ($d_{50}$; median diameter in mm; left axis) for every second node on the hillslope (nodes 1 and 25 are at the top and the bottom of the hillslope respectively; Fig. 1a) and the climatic forcing (right axis) using a one-step climate-change dataset.
weathering and transport from the hillslopes) as a potentially significant source of temporal variability for the whole source-to-sink system.
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